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Content

• Background and research question

• Topic modeling as a computational or 
quantitative method to analyze social media 
discourse

• Topic modeling vs. human coding (thematic 
analysis)



Definition for disabled people (15+) 
[Disability Status]

Communicative

Physical Mental

“Was deaf or 
had difficulty 
hearing”

This graph is illustrated according to the definition of disability status proposed in the report by U.S. CENSUS 
BUREAU. Americans With Disabilities: 2010, issued on 2012. http://www.census.gov/prod/2012pubs/p70-131.pdf



Online communities 
for deaf & hard of hearing

• “Active users” of online communities (Snunith & 

Meital, 2012).

• Motivated because of (Snunith & Meital, 2012):

– Easy communication;

– Equality and empowerment;

– Social Support.



Online communities 
for health related issues

• “A social life of health information” (Pew Research 

Center, 2011)

“…there is a social life of health 
information, as well as peer-to-peer 
support, as people exchange stories 
about their own health issues to help 
each other understand what might lie 
ahead.” (Pew Research Center, 2013)

Health Online 2013, Susannah & Maeve, in Pew Research Center. 
http://www.pewinternet.org/2013/01/15/health-online-2013/

Image from © Columbia Business Times 2016 
http://columbiabusinesstimes.com/2011/05/27/health-nonprofits-
effectively-using-social-media/

The Social Life of Health Information, 2011. The Pew Research Center.
http://www.pewinternet.org/2011/05/12/the-social-life-of-health-information-
2011/



Question

• What health issues are concerned/shared by 
deaf & hard-of-hearing in an online forum? 

• Quantitative (computational) vs. qualitative 
(manual) methods, which one is more 
suitable? or both?



Dataset

• Dataset: 
– Alldeaf, the leading US online community for deaf and 

hard-of-hearing. 

– All threads the section “Lifestyle, Health, Fitness & Food”.

– 80650 posts in 3772 threads created by 1829 users , 2003-
2015, 2.3m words. [Quantitative method: Topic Modeling]

– Manually selected 559 threads, 450k words, related to 
health inquiries (Biyang, Jongwook & Hang, 2015). [Quantitative +  
Qualitative: Human Coding]





Quantitative Method: Topic modelling

Topic models uncover the hidden thematic structure in 
document collections; can help develop new ways to 
search, browse and summarize large archives of texts. 
(David M. Blei)

Latent Dirichlet Allocation (David, Andrew & Michael, 2003):
• (1) Input: documents → weighted word-document matrix. [not 

limited to documents, e.g. genetic data]

• (2) Output: p (words | topics), p (topics | docs).
• (3) Unsupervised learning, no need to specify the meaning of 

the topics first;
• (4) Based on word co-occurrences, but also can handle 

polysemy and synonymy.



Generative model:
Latent Dirichlet Allocation

Acknowledgement to the image on Scott Weingart’s blog, http://www.scottbot.net/HIAL/?p=221



Why use a topic model for 
classification?

• Topic models help handle polysemy and 
synonymy
– The count for a topic in a document can be much 

more informative than the count of individual words 
belonging to that topic.

• Topic models help combat data sparsity
– You can control the number of topics

– At a reasonable choice for this number, you’ll observe 
the topics many times in training data

(unlike individual words, which may be very sparse)

This slide is only for your further reference: copied from page 113 in “LSA, pLSA, and LDA Acronyms, oh my!” 
by Thomas et al., 2011. http://knight.cis.temple.edu/~yates/cis8538/sp11/slides/intro-to-lsa-lda.ppt



From pLSA to LDA

pLSA

LDA



Steps for topic modeling

• Data extraction: web crawling

• Data preprocessing:
– Lemmatization 

(illnesses → illness, recovered → recover)

– Remove stop words (too high frequent “the”, “is”; too 
low frequent <= 5)

– [2.2m words after preprocessing,  17,050 distinct words]

• Running the algorithm (K = 100; α = 5/K; β = 0.1; Tw = 20)

• Manual labelling of the topics



Original text:
Have any of you heard Waardenburg Syndrome before??
Explain?? Or how did u know about it or have u see anyone have 
them? I do have one since I born.. Many deafies never heard it 
before... I'll say 95% of deaf people have them and 5% of hearing 
people have them. I am curious everyone's saying in this thread.. If u 
never heard it before.. The link u can check out at: 
http://www.nidcd.nih.gov/health/hearing/waard.asp

After preprocessing:
waardenburg syndrome explain bear deafies deaf people 
people curious everyone say thread link check



Tools for LDA topic modeling

• JgibbLDA (we used this)

• GibbsLDA++

• MALLET Toolkit from UMass

• Matlab Topic Modeling Toolbox 1.4

• R package



Topics & manual labelling
(with all threads: 39% health, 61% food, lifestyle, others)

cancers and treatment conditions of ear and head



Topics & manual labelling 
(with 559 threads)

mammary/breast cancer
for old people

vaccination and illness



Conversation issues for deaf & HoH Kidney stones and treatment



A selected list of 
manual labelled topics: from TM

mammary cancer / breast cancer

exercise and pain treatment

vaccination and illnesses

diabetes and medication 

smoking and second hand smoking

sinus, noise related illnesses and organ transplantation

migraine and medication 

deafness and family doctor

skin diseases

mental illnesses 



What do the topics mean?

• Essence of the text (Carina, Wouter & Kaspar, 2015)

• Issues or “voice”, important things (DiMaggio, Nag, and Blei, 
2013)

• A categorization or “frame” (DiMaggio, Nag, and Blei, 2013; 
Carina, Wouter & Kaspar, 2015)

• Evidence (Andrew & Ted,  2012)

• Events during a certain period (for journalism, politics, 
bibliometrics)



Qualitative Method: human coding

• Using a theoretical model, or a framework, to 
manually categorize the discourse on social 
media.

• Framework: sixteen categories suggested by 
MedlinePlus 
(http://www.nlm.nih.gov/medlineplus/healthtopics.html)

• Select 559/3772 threads manually which are 
related to health inquiries.



Results of human coding
Health Concerns Numbers of Questions

Ear, Nose, and Throat 91 (16.3%)

Mental Health 76 (13.6%)

Female Reproductive System 47 (8.4%)

Digestive System 36 (6.4%)

Eyes and Vision 28 (5.0%)

Skin, Hair and Nails 22 (3.9%)

Substance Abuses 17 (3.0%)

Lungs and Breathing 13 (2.3%)

Mouth and Teeth 13 (2.3%)

Endocrine System 13 (2.3%)

Immune System 10 (1.8%)

Kidneys and Urinary System 8 (1.4%)

Nutrition 8 (1.4%)

Male Reproductive System 2 (0.4%)

Others 67 (12.0%)

Total 559



Back to the result of TM method

mammary cancer / breast cancer 

exercise and pain treatment

vaccination and illnesses

diabetes and medication 

smoking and second hand smoking

sinus, noise related illnesses and organ transplantation

migraine and medication 

deafness and family doctor

skin diseases

mental illnesses 



Compared to professional topics

http://www.webmd.com/a-to-z-guides/health-topics/d.htm



Can TM substitute HC?

• No, it can only assist human/manual coding.

• Human coding: flexible, dynamic, can use 
specific coding schemes, easier to make sense.

• Topic modeling: objective, immediate, suitable 
for huge volume of data, reproducible.



Take home message

• Topic modeling:

– a useful method to analyze social media discourse

– can be used to get the essence (issues and 
categorization) of a large volume of data

– unsupervised, based on probability, detecting the 
co-occurrence of words

• TM cannot substitute qualitative methods.

• Carry out both to attain a fuller image.
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Thank you for your attention


